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Local explanation method for text classification

What should be the 
neighborhood of a text?
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Local explanation method for text classification

Input text: “good food.”
(Binary classification problem)

• Perturbation (Word Dropping)

“good food.”
“good.”
“food.”
“.”

• Construct neighborhood in latent space

+ “good food.”
+ “very good!”
+ “great food.”
‒ “bad food.”
‒ “horrible food.”
…



XPROAX – local eXplanation with PROgressive neighborhood ApproXimation

• How to construct a neighborhood in a high-dimensional latent space?
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XPROAX – local eXplanation with PROgressive neighborhood ApproXimation

• Picking neighbors (with the opposite label) from a corpus as landmarks

• Two-staged progressive approximation
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Experimental results

Competitors:

• LIME: applies word dropping to the input text for the neighborhood construction

• XSPELLS: deploys a generative autoencoder and performs random sampling in the latent space
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Conclusion

• A local model-agnostic explanation method for text classification
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Conclusion

• A local model-agnostic explanation method for text classification

• Construct the neighborhood of a text in a latent space with the progressive approximation approach

• Detailed explanations for better understanding



Thank you for listening!
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